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•Sign up to the LSST:UK Transients & Variable Stars Wiki
•March Kick-off meeting with Edinburgh
•Pan-STARRS and ATLAS transient data streams
•What next?

Overview



Our UK Wiki: https://lsst-uk.atlassian.net/

https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/Transients+and+variable+stars
https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/Transients+and+variable+stars


Contact your local Principal Investigator for an account

https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/Transients+and+variable+stars
https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/Transients+and+variable+stars






https://lsst-uk.atlassian.net/wiki/display/LUSCSWG

https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/LSST%3AUK+Science+Working+Group+Home
https://lsst-uk.atlassian.net/wiki/display/LUSCSWG/LSST%3AUK+Science+Working+Group+Home
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https://tvs.science.lsst.org/apply

https://tvs.science.lsst.org/apply
https://tvs.science.lsst.org/apply
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https://www.lsstcorporation.org/science-collaborations

https://tvs.science.lsst.org/apply
https://tvs.science.lsst.org/apply


•Overview of Data Access Centre
•Overview of science objectives / applications for LSST
•Pan-STARRS (& ATLAS) applications developed and running at QUB
•Object context classification
•Machine learning applied to massive data sets
•PESSTO marshall software (prioritisation of spectroscopic followup)
•'qServ' evaluation (LSST database)
•LoDEn / CoDEn development platform + feedback from QUB
•LUSC collaborative tools

LSST QUB March Meeting



Haleakala, Maui, Hawai‘i
(3050m, 10,000ft)

PS1

PS2

Data Stream #1: Panoramic Survey Telescope and Rapid Response System

PS1 & PS2 80 x 4800 x 4800 pixel chips (0.259”/pixel)
= 1.4 gigapixels

7 square degrees field of view

2 Telescopes located together on Haleakala
PS2 is undergoing commissioning

Difference Detections ingested since June 1st 2013 (with 
some operational gaps)



PSST Exposures Processed (DB = 1.2 TB, stamps = 2.5TB)

The Pan-STARRS Survey for Transients (PSST) - first announcement and public release, M. Huber et. al., ATel #7153

1 billion objects, 2.2 billion detections



PSST Exposures Processed (DB = 1.2 TB, images = 2.5TB)

The Pan-STARRS Survey for Transients (PSST) - first announcement and public release, M. Huber et. al., ATel #7153

7,136 Objects Promoted



Diff Detections ingested from PS1
mean exposures per night = 408

mean detections per night = 3.12 million



Context = SNMachine Learning

Stamps

Aggregate Detections - lightcurves



Data Stream #2: Asteroid Terrestrial impact Last-Alert System

Larry DenneauJohn Tonry / Larry Denneau

ATLAS Haleakala
(3050m, 10,000ft)

ATLAS Mauna Loa
(3397m, 11145ft)

ATLAS STA 10500 x 10500 pixel single chip (1.86”/pixel)
= 110 megapixels

29.4 square degrees field of view

2 Telescopes on Haleakala and Mauna Loa
(MLO not yet fully operational)

Difference Detections ingested since December 21st 2015



ATLAS (Haleakala) Exposures Processed (DB = 245GB, stamps = 500GB)

Discovery and Classification of 3 Type Supernovae by ATLAS, J. Tonry et. al., ATel #8680

300 million objects, 500 million detections



ATLAS Exposures Processed (DB = 245GB, images = 500GB)

Discovery and Classification of 3 Type Supernovae by ATLAS, J. Tonry et. al., ATel #8680

429 Objects Promoted
(Still tuning the filtering algorithms + Machine Learning)



Diff Detections ingested from ATLAS
mean exposures per night = 513

mean detections per night = 3.33 million



Context = NT
Machine Learning

Forced Photometry

Stamps

Aggregate Detections - lightcurves



Ari Heinze, University of Hawaii

ATLAS will produce 1 Billion Star + 1000 point lightcurve 
data based on non-diff data required.

Conservative estimate of database size = at least 100TB 
per year database, assuming 100 bytes per detection, plus 
insertion rate of 64K detections / sec.

Good test data for LSST qServ?

Datastream #2a: ATLAS Billion Stars
Non-diffed data variable star Same star in diff data

(orange data missing because star was brighter when reference image created)



•Understand how to subscribe to LSST Transients
•Find out how to get stamps around transients
•Apply filters + machine learning to catalogues and stamps
•Apply context classification
•Disseminate the transients data to the community

•Complete/Tune ATLAS diff detection pipeline - including context classification
•Train the machine learning classifiers (both catalogue and pixel)
•Add Mauna Loa telescope data stream

•Test Ingest of ATLAS Difference Detections into qServ
•Test Ingest Variable Star Detections into qServ
•Start using collaborative tools & development environment in anger

What Next?




